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Abstract 

In this paper we present a comprehensive framework for measuring similarity within and between 

ontologies as a basis for the interoperability across various application fields. In order to define such 

a framework, we base our work on an abstract ontology model that allows adhering to various 

existing and evolving ontology standards. The main characteristic of the framework is its layered 

structure: We have defined three levels on which the similarity between two entities (concepts or 

instances) can be measured: data layer, ontology layer, and context layer, that cope with the data 

representation, ontological meaning and the usage of these entities, respectively. In addition, in each 

of the layers corresponding background information is used in order to define the similarity more 

precisely. The framework is complete in the sense of covering the similarity between all elements 

defined in the abstract ontology model by comprising similarity measures for all above-named layers 

as well as relations between them. Moreover, we have validated our framework with several practical 

case studies in order to prove benefits of applying our approach compared to traditional similarity 

measures. One of these case studies is described in detail within the paper. 
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1 INTRODUCTION 

The importance of ontologies as “an explicit specification of a shared conceptualization” [1] increased 

drastically in the last years, especially for the applications that require integration of heterogeneous 

data, like knowledge management. Indeed, ontologies become a very important technology for the 

improvement of the inter-/intra-organizational exchange of knowledge. Moreover, ontology-based 

knowledge management enables a variety of new retrieval services, like personalization and 

cooperative answering. The key issue is that an ontology supports more granular views on entities that 

should be exchanged, enabling in that way the more context-sensitive retrieval process than in 

traditional knowledge management systems. However, the existence of a variety of views on an entity 

calls for efficient means for comparing two entities in order to enable the communication between two 

parties. It is clear that the calculation of a similarity between two entities has to be performed very 

carefully in order to ensure that all relevant entities and no irrelevant entities will be retrieved. 

Moreover, the similarity computation depends on contextual interpretation. To get a grip on arising 

problems from the above-described examples, it is in our opinion necessary to combine ontology-

based technologies with novel approaches for similarity computation. Therefore we have developed a 

general framework for calculating the similarity within and between ontologies by also focusing on 

domain knowledge that has direct influence on the similarity. The main characteristic of the developed 

comprehensive framework is its layered structure: We have defined three layers on which the 

similarity between two entities can be measured: data layer, ontology layer, and context layer, that 

cope with the data representation, ontological meaning and the usage of these entities, respectively. In 

that way, different layers consider different aspects of the nature of entities which are combined in the 

final computation of their similarity. Moreover, in each layer corresponding background information is 

used in order to define the similarity more precisely. Our intention is not only to develop a collection 

of existing methods for measuring similarity, but rather to define a framework that will enable their 

effective systematization regarding the task of comparing ontologies. The framework is complete in 

the sense of covering the similarity between all elements defined in the abstract ontology model and 

comprises several new methods in order to achieve such completeness. Moreover, it provides some 

inter-/intra-layer relations between methods, that enable the methods to be applied more efficiently. 

The framework has been validated with several practical case studies which are directly focusing on 

every single layer as well as their interaction in order to deliver a proof of concept. 

The paper is organized as follows: In Section 2 we first introduce a formal model for ontologies and 

similarity in ontologies. After a description of our general framework comprising three different layers 

for similarity computation in Section 3, we validate our framework with a selected case study in 

Section 4. Section 5 discusses related work and concludes with outlining some future work. 

 

2  DEFINITIONS 

In this section we introduce basic definitions of ontologies and similarity. Upon these we build our 

similarity framework. 

2.1 Ontology Model 

In our framework we will adhere to the Karlsruhe Ontology Model [2], which we adapt to also 

accommodate datatypes: 

 



Definition 1 (Ontology with Datatypes). An ontology with datatypes is a structure O := (C, 

T, C≤ , R, A, Rσ , Aσ , R≤ , A≤ , I,V, Cι , Tι , Rι , Aι  ) consisting of  

• six disjoint sets C, T, R, A, I and Vcalled concepts, datatypes, relations, attributes,  instances 

and data values,  

• partial orders C≤  on C called concept hierarchy or taxonomy and T≤  on T called type 

hierarchy, 

• functions 
2: CRR →σ  called relation signature and : → ×

A
A C Tσ  called attribute 

signature, 

• partial orders ≤R on R called relation hierarchy and ≤A on A callled attribute hierarchy, 

respectively, 

• a function 
I

C C 2: →ι  called concept instantiation,  

• a function 
V

T T 2: →ι  called datatype instantiation,  

• a function 
II

R R ×→ 2:ι  called relation instantiation, 

• a function 
VI

A A ×→ 2:ι  called attribute instantiation. 

 

We illustrate the ontology definition through an example from the bibliographic domain. The ontology 

describes a publication ECISPaperSimilarity with the corresponding title ”Similarity for Ontologies” 

and author Stojanovic. Our ontology Oexample := (C, T, C≤ , R, A, Rσ , Aσ , R≤ , A≤ , I,V, Cι , Tι , Cι , Aι  ) 

is therefore formally defined through: 

C={Root, Publication, Person}, T={String}, C≤ ={(Root,Publication),(Root,Person)}, 

R={hasAuthor}, A={hasTitle}, Rσ ={(hasAuthor,(Publication,Person))}, 

Aσ ={(hasTitle,(Publication,String))}, R≤ ={}, A≤ ={}, I={ECISPaperSimilarity, Stojanovic}, 

V={”Similarity for Ontologies”}, Cι ={(Publication,{ECISPaperSimilarity}), (Person,{Stojanovic})}, 

Tι ={(String,{”Similarity for Ontologies”})}, Rι ={(hasAuthor,{(ECISPaperSimilarity, Stojanovic)})}, 

Aι
={(hasTitle,{(ECISPaperSimilarity, ”Similarity for Ontologies”)})} 

2.2 Similarity 

Common sense tells that two entities need common characteristics (or attributes) in order to be 

considered similar. Formalizing the concept of similarity, we refer to the definition of a similarity 

function introduced by [3]: 

 

Definition 2 (Similarity Function). A similarity function is a real-valued function 

]1,0[: 2 →Ssim  on a set S  measuring the degree of similarity between two entities of S, 

Though there may be split opinions about the properties of sim, it is generally agreed that sim ought to 

be reflexive and symmetric, i.e. 

 

∀ , ∈x y S  it holds  1. ( ) 1, =sim x x   (reflexivity) 

    2. ( ) ( ), = ,sim x y sim y x  (symmetry) 

 



2.2.1 Similarity for Ontologies 

Definition 3. Now given two ontologies Oi and Oj, we can compare elements as given by the 

following family of functions: 

 : ( ) ( ) [0..1]× →i jsim E E  

 

where },,,,,{, VIARTCEE ji ∈ . 

 

3 GENERAL FRAMEWORK 

Since an ontology represents a conceptualization of a domain, comparing two ontology entities goes 

far beyond the representation of these entities (syntax level). Rather, it should take into account their 

relation to the real world entities they are referencing, i.e. their meaning, as well as their purpose in the 

real world, i.e. their usage. In order to achieve such a comprehensive comparison, we use a semiotic 

view (theory of signs) on ontologies and define our framework for similarity in three layers, as shown 

in Figure 1. 

 

Figure 1. Similarity Framework Layer Model 

Data Layer On this first layer we compare entities by only considering data values of simple or 

complex datatypes, such as integers and strings. To compare data values, we may use generic 

similarity functions such as the edit distance for strings. For integers we can simply determine a 

relative distance between them. The complex datatypes made up from simple datatypes would also 

require more complex measures, but which are effectively completely based on simple measures. 

 

Ontology Layer In the second layer, the ontology layer, we consider semantic relations between the 

entities. In fact, we use the graph structure of the ontology to determine similarity. For specific 

predefined relations such as taxonomies or restrictions we can use specific heuristics. For example, 

certain edges could be interpreted as a subsumption hierarchy. It is therefore possible to determine the 

taxonomic similarity based on the number of is-a edges separating two concepts. Besides intensional 

features we can also rely on the extensional dimension i.e. assess concepts to be the same, if their 

instances are similar. The similarity function of the ontology layer can include similarity functions of 

the data layer to determine the basic similarities. 

 

Context Layer On this layer we consider how the entities of the ontology are used in some external 

context. This implies that we use information external to the ontology itself. We consider contexts as 



local models that encode a party’s subjective view of a domain. Although there are many contexts in 

which an ontology can be considered (for example the context in which an ontology is developed, or 

in which it has been changed), from the point of view of determining the similarity, the most important 

one is the application context, e.g. how an entity of an ontology has been used in the context of a given 

application. An example for this is the amazon.com portal in which, given information about which 

people buy which books, we can decide if two books are similar or not in a given context. Therefore, 

the similarity between two ontology entities can be easily determined by comparing their usage in an 

ontology-based application. A naive explanation is that similar entities have similar patterns of usage. 

However, the main problem is how to define these usage patterns in order to discover the similarity in 

the most efficient way. In order to generalize the description of such patterns we reuse the similarity 

principle in the terms of usage: Similar entities are used in similar context. We use both directions of 

the implication in discovering similarity: If two entities are used in the same (related) context then 

these entities are similar and vice versa: If in two contexts the same (related) entities are used then 

these contexts are similar. 

Domain Knowledge Special shared ontology domains e.g. the bibliographic domain, have their own 

additional vocabulary. The right part of Figure 1 therefore covers domain-specific aspects. As this 

domain-specific knowledge can be situated at any level of ontological complexity, it is presented as a 

box across all of them. Just like we use general similarity features to compare ontologies we can also 

do so with domain specific features. 

Amalgamation Finally, the similarity functions of the individual layers (sim1..n) need to be 

aggregated. For the computation of the overall similarity between two entities we use an 

amalgamation function that combines the results of the individual similarity functions of the layers 

described above, i.e. 

 

Definition 4 (Amalgamation of similarity functions). 

)),(),...,,((),( 1 banbaba eesimeesimeesim Α=  

where sim  denotes the overall similarity, and A  the amalgamation function composing individual 

similarities ( {1,..., })∈isim i n . 

 

4 APPLICATION SCENARIO 

We have validated our similarity framework in various different application scenarios, such as Case-

based Reasoning [5] and Usage Mining [6]. To illustrate the application of our similarity framework, 

we present Bibster
1
, a semantics-based bibliographic Peer-to-Peer system. Bibster addresses 

researchers in a community that share bibliographic metadata via a Peer-to-Peer system. Many 

researchers own hundreds of kilobytes of bibliographic information, in dozens of BibTeX files. At the 

same time, many researchers are willing to share these resources, provided they do not have to invest 

work in doing so. Bibster enables the management of bibliographic metadata in a Peer-to-Peer fashion: 

It allows importing bibliographic metadata, e.g. from BibTeX files, into a local knowledge repository, 

to share and search the knowledge in the Peer-to-Peer system, as well as to edit and export the 

bibliographic metadata. 

                                              
1 

http://bibster.semanticweb.org/ 



Bibster makes use of two common ontologies for the representation of bibliographic metadata: The 

first ontology is the Semantic Web Research Community Ontology (SWRC)
2
, which models among 

others a research community, its researchers, topics, publications, and properties between them [7]. 

The second ontology is the ACM topic hierarchy
3
, according to which publications are classified. 

4.1 Usage of Similarity 

Ontology-based similarity functions are used for a variety of functionalities in the Bibster system: 

Duplicate detection Due to the distributed nature and potentially large size of the Peer-to-Peer 

network, the returned result set for a query might be large and contain duplicate answers. Furthermore, 

because of the heterogeneous and possibly even contradicting representation, such duplicates are often 

not exactly identical copies. The ontology based similarity function allows us to effectively determine 

the similarity between the different answers and to remove apparent duplicate results. Instead of 

confronting the user with a list of all individual results, we are able to present query results grouped by 

semantic duplicates. 

Peer Selection with Semantic Topologies In the Bibster system, a user can specify the scope of a 

query: He can either query the local knowledge, direct the query to a selected set of peers, or can 

query the entire peer network. For the latter option, the scalability of the Peer-to-Peer network is 

essentially determined by the way how the queries are propagated in the network. Peer-to-Peer 

networks that broadcast all queries to all peers do not scale – intelligent query routing and network 

topologies are required to be able to route queries to a relevant subset of peers that are able to answer 

the queries. The Bibster system applies the model of expertise based peer selection as proposed in [8]. 

Based on this model, peers advertise semantic descriptions of their expertise specified in terms of the 

ACM topic hierarchy. The knowledge about the expertise of other peers forms a semantic topology, in 

which peers with a similar expertise are clustered. That means, a semantic link between two peers is 

established, if their expertise is similar according to the similarity function. To determine an 

appropriate set of peers to forward a query to, a matching function determines how closely the 

semantic content of a query that references an ACM topic matches the expertise of a peer. 

Recommendations Bibster features recommender functionality that allows personalized access to the 

bibliographic metadata available in the Peer-to-Peer network according to the particular needs of the 

users. In a nutshell, the recommender functions are based on the idea that if a publication is known to 

be relevant, a similar publication might also be relevant. In more detail, the recommender functions 

build upon the semantic representation of the available metadata, including content and usage 

information: The bibliographic metadata is represented according to the two bibliographic ontologies 

(SWRC and ACM). These ontological structures are then exploited to help the user formulate 

semantic queries. Query results again are represented according to the ontology. These semantic 

representations of the knowledge available on the peers, the user queries and relevant results allow us 

to directly create a semantic user profile. The semantic similarity function determines how well a 

publication matches the user profile. Potentially interesting publication are then recommended to the 

user. 

4.2 Methods 

We will now describe the specific methods applied in the system grouped by the layers Data Layer, 

Ontology Layer, and Context Layer. We also show how we exploit Domain Knowledge in the 

individual layers. 

                                              
2 http://www.semanticweb.org/ontologies/swrc-onto-2001-12-11-daml 
3 http://www.acm.org/class/1998/ 



 

Data Layer On this layer we compare the literal values of specific attributes of the publication 

instances. For example, to detect typical differences in the representation of a publication title for the 

duplicate detection, we use the Syntactic Similarity function and are thus able to handle spelling errors 

or mismatches in capitalization, which is important for example for duplicate detection: 

Syntactic Similarity [9] introduced a measure to compare two strings, the so called edit distance. For 

our purposes of similarity we rely on the syntactic similarity of [4] which is inverse to the edit distance 

function (ed): 

 

1 2 1 2
1 2

1 2

( ) ( )
( ) (0 )

( )

| |,| | − ,
, := ,

| |,| |
syntactic

min v v ed v v
sim v v max

min v v
 

 

The idea behind this measure is to take two strings and determine how many atomic actions are 

required to transform one string into the other one. Atomic actions would be addition, deletion, and 

replacement of characters, but also moving their position. 

Further, we are using domain specific background knowledge to define more meaningful similarity 

functions. For example, for bibliographic metadata we know that attributes such as first and middle 

names are often abbreviated: In these cases we compare only the characters in front of the abbreviation 

dot. For other attributes expansion of the abbreviations makes sense before comparing them. 

 

Ontology Layer To compare the classifications of two publications according to the ACM topic 

hierarchy, we use the Taxonomic Similarity for Concepts. We can then build the semantic topology of 

the Peer-to-Peer network according to the taxonomic similarity of the peers’ expertise, i.e. the 

classified topics of the publications shared by the peer. This is necessary for efficient peer selection 

and routing of queries. 

Taxonomic Similarity One possible generic function to determine the semantic similarity of concepts 

C in a concept hierarchy – or taxonomy –  has been presented by Rada et al. in [10]: 
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α  ≥ 0 and β  ≥ 0 are parameters scaling the contribution of shortest path length l between the 

concepts c1 and c2 and depth h in the concept hierarchy, respectively. The shortest path length is a 

metric for measuring the conceptual distance of 1c  and 2c . The intuition behind using the depth of the 

direct common subsumer in the calculation is that concepts at upper layers of the concept hierarchy are 

more general and are semantically less similar than concepts at lower levels. This measure can be 

easily used analogously for relation R  comparisons through ≤
R

. 

SWRC Concept Similarity For our specific scenario with the SWRC ontology as domain ontology, we 

have further background knowledge that allows us to define a simpler, but also more appropriate 

similarity function. There are many subconcepts of publications: articles, books, and technical reports 

to just name a few. We know that if the type of a publication is not known, it is often provided as Misc 

(e.g. in Citeseer). We therefore use the following function: 
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Furthermore, we analyze the graph structure of the metadata. Specifically we check how publication 

instances are structurally linked with person instances, e.g. authors. Thus we can compare two 

publications on the basis of the similarity of the sets of authors using the function for Set Similarity, 

which is useful for example to detect duplicates or to recommend publications that are similar based 

on co-authorship:  

Set Similarity Often it is necessary to compare not only two entities but two sets of entities. As the 

individual entities have various and very different features, it is difficult to create a vector representing 

whole sets of individuals. Therefore we use a technique known from statistics as multidimensional 

scaling [11]. We describe each entity through a vector representing the similarity to any other entity 

contained in the two sets. This can easily be done, as we rely on other functions which already did the 

calculation of similarity values [0..1] between single entities. For both sets a representative vector can 

now be created by calculating an average vector over all individuals. Finally we determine the cosine 

between the two set vectors through the scalar product as the similarity value. 
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F  and vector f  are defined analogously 

Context Layer On the context layer, we exploit information about the usage of the bibliographic 

metadata. The usage information includes recently relevant results (i.e. publications that have for 

example been stored by the user into his local knowledge base), and queries the user has performed. 

As the recently relevant results are bibliographic metadata themselves, they can be directly compared. 

For the recent queries, the situation is similar: A query can be represented as an underspecified 

publication with the attribute-value pairs that have been specified in the query (As known from Query-

by-Example). With the similarity function one can then determine, how closely a publication matches 

a query, instead of only considering exact matches. The context layer is of big value for the 

recommender functionality. 

Amalgamation Function To combine the local similarities to the global similarity Sim , we use a 

weighted average by assigning weights iw  to all involved local similarities: 

∑

∑

=

=

⋅

=Α
n
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w

simw

simsim

1

1
1 ),...,(  

The weighted average allows a very flexible definition of what similar means in a certain context. For 

example, to detect duplicate publications, the similarity based on the title has a high weight, and the 

global similarity needs to be close to 1. For the recommendation of potentially relevant publications on 

the other hand, one might set the weights to consider similarity based on the co-authorship or the topic 

classification. Additionally, one certainly does not want to recommend duplicate publications. 



5 RELATED WORK AND CONCLUSION 

5.1 Related Work 

Similarity functions for ontological structures have been widely researched, e.g. in cognitive science, 

databases, software engineering and AI. Though this research covers many areas and application 

possibilities, most applications have restricted their attention to the determination of the similarity of 

the lexicon, concepts, and relations within one ontology. 

The works closest related approach to our approach to similarity of ontologies are  [12] and [13]. In 

[12] the attention is restricted to the conceptual comparison level. In contrast to our work the new 

concept is described in terms of the existing ontology. Furthermore, the authors do not distinguish 

relations into taxonomic relations and other ones, thus ignoring the semantics of inheritance. [13] 

computes description compatibility in order to answer queries that are formulated with a conceptual 

structure that is different from the one of the information system. In contrast to our approach their 

measures depend to a very large extent on a shared ontology that mediates between locally extended 

ontologies. Their algorithm also seems less suited to evaluate similarities of sets of lexical entries, 

taxonomies, and other relations. 

MAFRA[14] describes a framework for mapping ontologies. Detecting similarities among entities 

constitutes one module in the mapping framework. In this sense, our framework can be seen as 

complementary to MAFRA. 

Research in the area of database schema integration has been carried out since the beginning of the 

1980s. Schema comparison analyzes and compares schema in order to determine correspondences and 

comes therefore near to our approach. The most relevant to our framework is the classification of 

schema matching approaches given in [15]. The authors distinguish three levels of abstraction. The 

highest level differs between schemata- and instance-based information. The second level 

distinguishes the similarity among elements and among structures. On the third level the calculation 

can be based on linguistic or information about a model’s constraints. On the other hand our approach 

uses a conceptual decomposition: If the similarity of entities can be discovered on the data 

representation level (e.g. two strings are similar), then it can be expanded to the semantic level (e.g. if 

these strings are label for two concepts, then it can be an evidence that the concepts are similar) and 

finally this information can be propagated on the level of the usage of these concepts (e.g. if they are 

used similarly, then there is more evidence for their similarity). In that context our framework is more 

“compact” and goal-oriented, whereas all methods mentioned in [15] can be found in our framework. 

Moreover, we use background information about the given domain and not only “auxiliary” linguistic 

information (like synonyms, hypernyms) in all layers. Further, we base our framework on a formal 

ontology model, which enables us to define all methods formally. Finally, none of the related 

approaches, as known to the authors, had the intention to define a framework which will drive the 

comparison between ontologies, e.g. none of them consider the context layer as a source for 

discovering similarities. 

5.2 Conclusion 

In this paper we have presented a general framework for calculating similarity among ontologies. In 

order to define a general framework, we have based our work on an abstract ontology model that 

allowed adhering to various existing and evolving ontology standards. The main characteristic of the 

framework is its layered structure: We have defined three levels on which the similarity between two 

entities could be measured: data layer, ontology layer, and context layer, which cope with the data 

representation, ontology meaning, and the usage of these entities, respectively. The different layers 

consider different aspects of the nature of entities which are afterwards combined for the final 

calculation of their similarity. Moreover, in each of the layers corresponding background information 



(like the list of synonyms of a term) can be used in order to define the similarity more efficiently 

(precisely). Our intention was not only to develop a collection of existing methods for measuring 

similarity, but rather to define a framework that enables their efficient systematization regarding the 

task of comparing ontologies. The framework is complete in the sense of covering the similarity 

between all elements defined in the abstract ontology model. We have developed several new methods 

in order to achieve such completeness. Moreover, the framework provides some inter-/intra-layer 

relations between methods, that enable more efficient applicability of the framework. In a case study 

regarding searching for bibliographic metadata in a Peer-to-Peer network we have shown the 

advantages of using our approach in knowledge management applications. Currently, we are 

evaluating our framework in several further application areas. The future work will be oriented to the 

more formal treatment of the context layer which will enable the reasoning about the similarity of the 

contexts as well. 
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